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ABSTRACT 

Background and Objective: The rapid development of technology makes it easier for teachers 

to continue to be interactively connected with students, for example, by using Augmented 

Reality technology. We conducted this review intending to investigate the diffusion and the 

effectiveness of AR technology as a learning media for students from various health fields. 

Materials and Method: This systematic review was conducted using the Preferred Reporting 

Items for Systematic Reviews and Meta-Analyses Protocols) Checklist. We used some databases 

including PubMed, Google Scholar, Wiley Online Library, and Sciencedirect to search relevant 

literature with eligibility criteria, namely articles published in the period 201-2021, and discuss 

the development of Augmented Reality -based applications for learning students in the field of 

health  

Results: The studies included are on the development of AR-based learning applications carried 

out to improve the clinical skills of health students (Medicine, Nursing, and Midwifery). Various 

types of application development are carried out including anatomy, Endotracheal Intubation, 

AR Prototype for Medical Surgery, Intravascular Neurosurgery, injection skills, and 

Laparoscopic.  

Conclusion: The use of Augmented Reality as a learning medium really helps improve the 

understanding and skills of students majoring in health sciences.  
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INTRODUCTION 

The use of technology in the education of health science students has evolved over the years. 

These trends are mainly evolving in response to the challenges facing health education [1]. The 

use of simulation in health education has been applied in the last 50 years [2]. Augmented reality 

technology is an example of virtual reality technology developing rapidly in nursing education 

[3].  

Augmented Reality (AR) technology refers to virtual elements to display the actual physical 

environment to create mixed-reality files in real-time. It complements and enhances the 

perceptions that humans acquire through their senses in the real world [4]. AR provides various 

levels of understanding and interaction, which can help students in e-learning activities [5]. For 

example, in an AR learning environment, motivational factors related to attention and learning 

satisfaction are rated higher than slide-based learning [6]. Today's development of smartphone 

technology makes AR technology more accessible to students and lecturers; for example, mobile 

learning (m-learning) using AR has become a trend [7].  

Simulations using AR technology can replicate real-world aspects so that a safe learning 

environment is available for students where they can practice until the expected skill 

competencies are achieved [8]. Simulation has become an integral part of nursing curricula [9], 

which involves using patient simulators, trained people, real-life virtual environments, and role 

play [10].  

Technological advances over time have increased the realism and authenticity of the simulated 

environment, leading to increased reactions, satisfaction, learning attitudes, cognitive and 

affective outcomes among health students in general [11].  

Clinical health services have also used AR because it provides an internal picture of the patient, 

without the need for invasive procedures [12–15]. Medical students and professionals need more 

situational experience in clinical care, especially for patient safety, so this shows that there is a 

real need to continue developing the use of AR in health education.  

The focus of studies on AR in recent years [16,17] has highlighted the belief that AR provides 

medical students with rich contextual learning to help achieve core competencies, such as 

decision making, work for effective teams, and creative adaptation of global resources to address 

local priorities [18], AR provides more authentic and engaging learning opportunities for various 

learning styles, providing students with a more personalized and exploratory learning experience 
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[19]. The security of the patient will also be awake if an error occurs during skills training with 

AR [20]. 

 

Objective 

This review was conducted to describe the development of AR technology as a learning medium 

for students from various health fields. This study is expected to be a reference material for 

teachers in learning strategies.  

 

METHOD 

Review Protocol 

The research design is a Systematic Review, using the PRISMA-P 2009 (Preferred Reporting 

Items for Systematic Reviews and Meta-Analyses Protocols) Checklist. 

 

Searching strategy 

To search for literature using the PubMed database, Google Scholar, Wiley Online Library, and 

Sciencedirect using the keywords "Developing" AND "Augmented Reality" AND "Clinical 

practice" AND (Medical OR Nurse OR Midewifery) "College student".  

We categorize the search into five categories that are considered to represent the topic of 

Augmented Reality development, namely AR typology, AR features and advantages, AR user 

perceptions, AR effectiveness in supporting learning, and AR design. Each category was 

analyzed to identify the best lessons, experiences, and evidence related to the design and 

development of AR. 

 

Eligibility Criteria  

The articles included in this review use the development method, with the subject of the trial 

being health students. In addition, the articles used are in English and full text, published in the 

period 2010–2020. Furthermore, the data obtained are then analyzed using quantitative 

descriptive methods and a narrative is produced that explains the study results.  

The study results were documented to identify the effectiveness of using augmented reality in 

student health learning. 
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Study Type 

The studies included in the criteria for this review are only limited to studies on the development  

of Augmented Reality technology for student learning in the health sector. Articles entered are in 

English, full text, and is not a thesis or dissertation. 

 

Type of Participant/Population Target 

The participants used were health students (Medicine, Nursing, Midwifery) who did clinical 

practicum (Clinical Skill). There are no restrictions on age, gender, level/semester, as long as 

participants do clinical practicum learning (clinical skills).  

 

Article Quality 

Quality assessment was carried out on six journals that met the inclusion and exclusion criteria 

using the JBI Critical Appraisal Checklist criteria. Journals are good if they meet at least 80%, 

moderate if they meet 50–80% and weak if they meet less than 50% of the criteria. Articles are 

used in good to moderate categories for further data synthesis, namely, grouping similar 

extracted data according to the results to be measured to conclude. 

 

RESULTS 

Literature Identification and Selection 

There were 319 articles identified from four databases (Pubmed, Google Scholar, ScienceDirect, 

and Wiley Online Library) relevant to the review topic, where the assessment or screening was 

based on the title and abstract of the articles obtained. 66 studies were removed because they 

were duplicate. After screening the title and abstract, 219 studies were removed due to irrelevant 

theme, not AR topic, and proceeding types. At the eligibility stage, 28 studies were not fit the 

inclusion criterias. 

  

Critical Appraisal 

Based on the JBI Critical Appraisal Checklist, six pieces of literature are in the excellent 

category, and two pieces of literature are in the weak category.  

To maintain the quality of the literature studies made, this review only uses six good-quality 

journals, and then data extraction will be carried out (Figure 1). 
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Figure 1. PRISMA Flowchart: Strategy for Searching for Development of Augmented Reality in 

Educational Situations for Health-Science Students 

 

After bearing the assessment, screening, and feasibility, the authors agreed to include six studies 

in this systematic review of the literature. Furthermore, the extraction of data from each of the 

included literature we describe in the following table displays the critical information needed 

with the theme of the study. 

 

Authors Title Purpose Method Sample Results 

1. Yukie Majima, 

Seiko Masuda, 

Takeshi 

Matsuda [21]  

JAPAN 

Development 

of Augmented 

Reality in 

Learning for 

Nursing Skills 

To develop a 

wearable 

learning 

support system 

that allows 

beginners to 

learn blood 

Augmented 

reality 

equipment 

development 

Nursing 

students 

When practicing 

skills training, 

students can learn 

skills by following 

and imitating 

(tracing) expert 

technical drawings 

Studies included 
(n=6) 

Full-text articles assessed 
for eligibility 

(n=6) 

Records screened (Title 
and abstract) (n=34) 

Records after duplicates 
removed 
(n=253) 

Records identified through 
database searching 

Pubmed = 26 
Sciencedirect = 48 
Google scholar = 84 
Wiley online library = 161 
 

(n=319) 
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Full-text articles excluded 
(n=28) 

- Participants are not health 
science students 

- Weak in study quality 

Records excluded 
(n=219) 

- Not research and 
development study 

- Not AR theme 
- Proceeding 

Duplicates removed 
(n=66) 
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specimen 

collection 

skills 

that are 

transparently 

displayed in front 

of them in real 

time. The prototype 

system verifies that 

training can be 

performed by 

overlaying the 

image on a 

simulated arm 

model. 

 

2. Chien-Huan 

Chien, Chien-

Hsu Chen, Tay-

Sheng Jeng [22] 

CHINA 

 

An Interactive 

Augmented 

Reality System 

for Learning 

Anatomy 

Structure 

Using 

augmented 

reality (AR) 

technology to 

create an 

interactive 

learning 

system, which 

helps medical 

students to 

understand and 

memorize 3D 

anatomical 

structures 

easily with the 

support of real 

augmented 

reality. 

Research and 

Development,  

Medical 

Students 

(n=30) 

The system is 

based on a 

complete skull 

structure that can 

be disassembled 

and reassembled. 

To be an effective 

training tool, the 

system must 

provide correct 

information to 

students, the skull 

includes the 

zygomatic bone, 

temporal bone, 

sphenoid bone, 

lower jaw, upper 

jaw, ethimoid 

bone, parietal bone, 

frontal bone, 

occipital bone, 

nasal bone, 

lacrimal bone , 

palatine, vomer, 
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and inferior nasal 

concha. With clear 

pop-up labeling 

and interactive 3D 

models, students 

can easily get the 

associated position 

of each bone in 

different angles. 

3. J. Ferrer 

Torregrosa, J. 

Torralba, M. A. 

Jimenez, S. 

Garcı´a, J. M. 

[23]  

Barcia 

ARBOOK: 

Development 

and 

Assessment of 

a Tool Based 

on Augmented 

Reality for 

Anatomy 

To build and 

develop 

ARBOOK 

based on TC 

and MRN 

images, 

surgery and 

images 

Development 

of: 

‘‘Augmented 

Reality Book 

(ARBOOK) 

Part I. Lower 

limb’’ 

Health Science 

students 

To develop 

ARBOOK, it takes 

more than 100 TC 

images and the 

images are 

processed with 

OsiriX software 

and made 3D. The 

company 

LabHuman and 

VMV3D did the 

animation. 

 

4. Zachary A. 

Drapkin, 

Kristen A. 

Lindgren, 

Michael J. 

Lopez, 

Maureen E. 

Stabio [24] 

USA 

Development 

and 

Assessment of 

a New 3D 

Neuroanatomy 

Teaching Tool 

for MRI 

Training 

To develop a 

computerized 

three-

dimensional 

(3D) 

neuroanatomy 

teaching tool 

for identifying 

subcortical 

structures in 

magnetic 

resonance 

imaging (MRI) 

sequences of 

the human 

A 3D model of 

the brain is 

created using 

MicroView to 

create an 

isosurface 

based on the 

grayscale 

values in a 

specific region 

of interest to 

create a 3D net 

that resembles 

the shape of a 

particular 

Medical 

students 

The end product is 

a set of digital 3D 

models of the 

internal brain 

structures that the 

user can freely 

rotate and zoom in 

on. Additionally, 

users can overlay 

this 3D model over 

coronal, sagittal, 

and axial MRI 

images of the same 

brain using the 

MicroView 
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brain. internal brain 

structure. 

software. Users can 

enable/disable 3D 

objects so they 

appear or disappear 

as they scan 

through the brain 

MRI sequence. 

Furthermore, users 

can view 3D 

models separately 

(besides MRI) in 

3D PDF 

documents. Users 

can rotate, zoom, 

add, or delete 3D 

objects one or more 

structures at once 

in this PDF 

document. 

5. Maria Licci,  

Florian M. 

Thieringer, 

Raphael 

Guzman, 

Jehuda 

Soleman [25] 

SWITZERLAND 

 

 

 

 

 

Development 

and validation 

of a synthetic 

3D-printed  

simulator for 

training in 

neuroendoscop

ic ventricular 

lesion removal 

To develop 

and validate a 

low-cost, 

patient-

specific 3D 

printed 

simulator that 

can be used 

repeatedly to 

increase 

familiarity 

with 

endoscopic 

handling and 

to practice 

coordination 

skills. 

 

Anonymous 

CT datasets 

from patients 

with enlarged 

CSF spaces 

were first 

downloaded 

from the image 

archiving and 

communicatio

n system 

(PACS) and 

further 

processed with 

Materialise 

Mimics 

medical 

segmentation 

Neurosurgery 

Residents 

Endoscopic 

ultrasonic resection 

of ventricular 

lesions using the 

Endoscopic 

Neurosurgical Pen 

(ENP) (Söring 

GmbH), an 

endoscopic 

ultrasonic aspirator 

whose length is 

guided through the 

GAAB endoscopic 

tract (28096 AGA, 

trocar: 28162 BS; 

KARL STORZ), 

equipped with an 

ultrasonic 
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 software 

(Mimics 

Innovation 

Suite v20; 

Materialise) 

generator 

(SONOCA 300). ; 

Söring GmbH). 

This technique 

allows for 

simultaneous 

fragmentation and 

aspiration of the 

lesion, facilitating 

minimally invasive 

surgery for deeply 

located lesions. 

 

 

6. Gazi Islam, 

Kanav Kahol, 

John Ferrara, 

and Richard 

Gray [26] 

USA 

Development 

of Computer 

Vision 

Algorithm for 

Surgical Skill 

Assessment 

To develop a 

video-based 

approach to 

observing long 

sequences of 

movements of 

the surgeon's 

hand and 

surgical tools 

in either 

surgical 

operations or 

surgical 

training, and 

then modeling 

and evaluating 

the skills 

demonstrated 

in the 

observations. 

Research and 

development. 

Participants 

who 

performed 

Fundamental 

Laparoscopic 

Surgery (FLS) 

and their hand 

movements 

were recorded 

on video. 

Compute 

vision 

algorithm is in 

progress to 

analyze video. 

Surgery 

residents 

Computer vision 

has been 

implemented in 

two steps: 

1) Glove/object 

detection: Hand 

and tool movement 

videos were 

analyzed using the 

Open Source 

Computer Vision 

(OpenCV) 

program. The 

program uses a 

histogram 

matching algorithm 

and quite 

accurately detects 

the purple glove 

from the hand 

motion video and 

the blue/pink 

object from the tool 
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movement video 

(Figure 5). Gloves 

and detection tools 

are important 

because they 

reduce noise from 

other background 

motion captured on 

video. 

2) Motion capture: 

After glove/object 

detection is 

complete, another 

Open CV program 

is used to capture 

motion data. The 

algorithm uses 

motion 

segmentation to 

show how the 

image changes 

over time. 

Handprints and 

object movement 

observations are 

performed and 

pixel data for each 

frame is captured 

to analyze the 

smoothness of the 

movement. 

Table 1. Data Extraction on Included Articles 

 

Characteristics of the studies included 

The articles included in the inclusion criteria were six from several countries, including the USA 

as many as two articles, Canada 1 article, Sweden 1 article, Ireland 1 article, and Japan 1 article. 
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Overall, the article taken is a study on the development of AR-based learning applications 

carried out to improve the clinical skills of health students (Medicine, Nursing, and Midwifery). 

Various types of application development are carried out including anatomy, Endotracheal 

Intubation, AR Prototype for Medical Surgery, Intravascular Neurosurgery, injection skills, and 

Laparoscopic. 

 

Critical Appraisal 

Based on the JBI Critical Appraisal Checklist, six pieces of literature are in the excellent 

category, and two pieces of literature are in the weak category. To maintain the quality of the 

literature studies made, this review only uses six good-quality journals, and then data extraction 

will be carried out. 

 

 Majima 

et al., 

2019 

Chien 

et al., 

2010 

Torregr

osa et 

al., 

2015 

Drapki

n et al., 

2015 

Licci et 

al., 

2020 

Islam 

et al., 

2011 

Is it clear in the study what is the ‘cause’ and what is 

the ‘effect’? 
Y Y Y Y Y Y 

Were the participants included in any comparisons 

similar? 
Y Y Y Y Y Y 

Were the participants included in any comparisons 

receiving similar treatment/care, other than the 

exposure or intervention of interest? 

NA U U Y U Y 

Was there a control group? N U U Y U Y 

Were there multiple measurements of the outcome 

both pre and post the intervention/exposure? 
Y Y Y Y Y Y 

Was follow up complete and if not, were differences 

between groups in terms of their follow up 

adequately described and analyzed? 

Y Y Y Y Y Y 

Were the outcomes of participants included in any 

comparisons measured in the same way? 
Y U U Y U Y 

Were outcomes measured in a reliable way? Y Y Y Y Y Y 

Was appropriate statistical analysis used? Y Y Y Y Y Y 

Table 2. Summary of Critical appraisal based on JBI checklist 
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AR system design 

In Majimas’ work, the learners can learn experts’ nursing skills without moving their lines of 

sight. When practicing skills training, learners can learn skills by following and imitating 

(tracing) the images of experts’ techniques that are dis-played transparently in front of them in 

real time. The prototype system verified that training is possible by overlaying images on a 

simulation arm model. 

Chien and colleague The system is based on a complete structure of the skull which can be 

decomposed and reassembled. To be an effective training tool, the system has to provide correct 

information to the students, the skull includes zygomatic bone, temporal bone, sphenoid bone, 

mandible, maxilla, ethimoid bone, parietal bone, frontal bone, occipital bone, nasal bone, 

lacrimal bone, palatine, vomer, and inferior nasal concha. 

Torregrosa and team developed an ARBOOK which includes a standard part of descriptive 

anatomy of the lower limb including osteology, arthrology, myology, nerve and vascular supply. 

Each part of the book includes bi-dimensional images and text about the muscles: origin 

insertion, vascular and nerve supply or action. It also includes a card for each anatomical figure 

that can be recognized by a digital webcam connected to a computer. The users can modify the 

actual position of the virtual structure by moving the card. To develop the ARBOOK, more than 

100 TC images were needed and the images were processed by OsiriX software and 3D 

constructed. LabHuman and VMV3D companies performed the animation. 

Drapkin study, an open-source T1 and T2 weighted simulated MRI dataset of a normal human 

brain constructed from a composite of 27 volumetric datasets of the same living subject was 

obtained from the BrainWeb simulated brain database. This dataset was viewed using GEHC 

MicroView software, version 2.1.2 (General Electric Healthcare, Little Chalfont, 

Buckinghamshire, UK). 3D models were constructed using MicroView to create isosurfaces 

based on gray scale values within a given region of interest to create a 3D mesh approximating 

the shape of a given internal brain structure. These computer graphic object composites were 

exported as a VTK PolyData file and edited using Maya software, version 2010 (Autodesk, San 

Rafael, CA) and were examined by two neuroanatomists and one neurologist for accuracy and 

compared to the Netter’s Atlas of Human Neuroscience. The final edited versions were imported 

back into MicroView 2.1.2 as Wavefront OBJ files and overlaid on top of the original MRI 
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dataset. The final product was a set of digital 3D models of internal brain structures that can be 

freely rotated and zoomed by the user. To fabricate the 3D-printed models in Licci study, 

anonymized CT data set of a patient with enlarged CSF spaces was first downloaded from the 

picture archiving and communication system (PACS) and further processed with the medical 

segmentation software Materialise Mimics (Mimics Innovation Suite v20; Materialise). The 

DICOM CT data set consisted of native cross-sectional slices of bone and soft-tissue windows to 

display the relevant anatomical features. Further processing and segmentation of several 

anatomical structures according to tissue density (Hounsfield units) was worked out. The virtual 

cranial vault was designed with the help of the modeling software Materialise 3-Matics to be 

removable and equipped with realistic, neurosurgical burr holes for endoscopic access. The 

osseous skull was printed completely (2 parts) with a consumer Replicator+ 3D printer 

(MakerBot Industries) from polylactic acid (PLA; light gray), and the corresponding ventricle 

spaces were divided into 2 parts with a wall thickness of 3 mm in transparent PLA material. 

After printing a total of 5 skull models, the support structures were manually removed, and the 

two halves of the ventricular system were glued together. These were inserted into the skull 

model, and the cavity between the ventricular system and the bony skull was filled with 2-

component silicone for stabilization. 

In the Islam study, they proposed a novel video-based approach for observing continuous, long 

sequence of surgeon’s hand and surgical tool movements in both surgical operation or surgical 

training, and then modeling and evaluating the skill demonstrated in the observation. Hand 

movement of entire surgical procedure is captured using inexpensive video camera. Video data 

of the tool movement can also be obtained for minimal invasive surgery (MIS). Both of the video 

data are analyzed using computer vision algorithm and then integrated to correlate with user’s 

skill level.  

For modeling the surgical skill, a stochastic approach is proposed that uses simple arithmetic 

mean and standard deviation of the processed data. Using this technique, observer-independent 

models can be developed through objective and quantitative measurement of surgical skills. 

Because of the non-contact nature of the tracking technique, the system is free from sterile issue 

and there is minimal interference with the skill execution, unlike other methods that employ 

instrumented gloves or sensor-based surgical tools. 
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AR for Nursing skills 

There is one study that developed the teaching skills of nurses using AR technology. The skill 

learned in the study was performing intravenous injections [21].  

 

AR for Anatomy learning 

Three studies [22] developed learning methods based on AR technology. AR technology was 

used to create an interactive learning environment, which allows students to understand the 3D 

skull structure with visual support [14]. One of the studies gave their app the name ARBOOK, 

which can be presented in both, printed or electronic version. ARBOOK includes a standard part 

of descriptive anatomy of the lower limb including osteology, arthrology, myology, nerve and 

vascular supply [15]. Another study developed 3D Neuroanatomy Teaching Tool. The models 

were created of the ventricular system, thalamus, hypothalamus, pituitary gland, hippocam-pus, 

amygdala, fornix, caudate, putamen, globus pallidus, brainstem, cerebral peduncles, and 

cerebellar peduncles [16]. 

 

AR for Surgical training 

There are two studies that develop training based on AR technology. The first study involved a 

neuroendoscopic ventricular lesion removal training [17], and the second study provided two 

laparoscopic graspers and performed the pegboard transfer exercise on the FLS [18]. 

 

DISCUSSION 

It is undeniable that the advancement of Augmented Reality technology has had a significant 

impact on the health sciences. Professions requiring high precision and good psychomotor 

abilities certainly require more time to practice carrying out their actions. The presence of 

Augmented Reality technology in its various forms is proven to increase students' abilities and 

interests in dealing with the learning process.  

Under certain conditions, especially during pandemic times where large-scale restrictions are 

imposed, direct meetings to carry out laboratory practicums are deemed possible, so there must 

be changes in strategies or effective learning methods for students in dealing with curriculum 

demands related to learning outcomes. A total of 6 eligible articles have been extracted to 

provide an overview of the development of Augmented Reality technology-based tools/tools in 
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many health science fields, including Medicine, Nursing,/Midwifery. From the article, the 

discussion will be described based on the field of development, software and hardware used,  

 

Development area 

Anatomy Learning 

Two articles develop applications for learning body anatomy based on Augmented Reality [18]. 

Tried to develop a 3D interactive learning environment of bone structure with visual support. 

This application is equipped with pop up labels and interactive displays in 3D to make it easier 

for users to see the position of each bone at various angles. In addition, users are also facilitated 

with the help of each label with information about the bone so that students no longer need to 

open books to look for information about the designated bone. To use this 3D application, 

students/users need hardware devices such as laptops/PCs equipped with cameras and pointers. 

For testing this device, Chien and colleagues used 30 medical students who had never taken 

anatomy courses to hope that the participants' responses to this application would be of better 

quality. At the evaluation stage, participants revealed that the developed application was 

fascinating because it could provide a complete picture of the displayed bone structure and 

explain each pop-up label, making it easier to understand and memorize. In addition, another 

exciting thing is that the reassembled function in the application allows students to see the inner 

structure of the bone. 

Another application developed by Torregrosa and colleagues in 2014 called ARBOOK 

(Augmented Reality Book) focuses on the anatomical structure of the lower extremities. For its 

development, 100 TC photos/images are needed, then the images are processed using OsiriX 

software and 3D object creation. For validation, the questionnaire compiled for the ARBOOK 

evaluation consists of the categories of task motivation and attention, autonomous work, 

comprehensive spatial orientation, and 3D interpretation. . Next, an expert assessment will be 

carried out. Application testing involves first-year health students who have never taken an 

anatomy course. The test results show a significant difference between learning using ARBOOK 

and conventional learning. As has been stated in previous studies that the use of virtual materials 

in anatomy learning can provide good benefits for student learning achievement, especially 

regarding motivation and independence [27,28]. 

Augmented Reality technology was also developed in Neuroanatomy learning for MRI exercises  
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developed by Drapkin and colleagues in 2015. The developed application makes the brain image 

display into a 3D shape. This 3D model begins by using MicroView to form a primary image in 

the form of isosurfaces and then form a 3D model similar to the shape of the actual brain. The 

graph is then exported in VTK PolyData file format and edited using Maya software. The editing 

results are then given to neuroanatomists and neuroscientists to assess the accuracy of the image 

shape and compared with images on the ATLAS neuroscience Netter. The final image is then 

placed on top of the actual brain image from the MRI. Next, we entered the pilot phase, which 

was conducted on participants who were medical students at level 1. The trials showed that this 

3D neuroanatomy teaching tool effectively trains medical students to read brain MRI and 

effectively teach students to identify internal brain structures. 

 

Surgery training 

In contrast to learning the body's anatomical structure, surgical skills in surgery require hand-eye 

coordination, which can be achieved with continuous practice [29]. In surgery, one is not enough 

to see what other people are doing when performing surgery; that is, to become skilled, it is 

necessary to "watch and do" [30]. 

One of the six articles included in this review is an Augmented Reality-based simulation 

development study for Neuroendoscopic Ventricular Removal exercises [25]. In this 

development study, a 3D-printed model of synthetic body tissue was created. The idea is based 

on the limited material for practical surgery such as tumour removal. By using this 3D-printed 

model, it is hoped that it can accommodate all residents to do exercises repeatedly because this 

model is reusable.  

Overall, the surveyed participants agreed or strongly agreed (Likert scores of 4 and 5) on the 

realistic nature of the anatomical model of the skull and ventricular system, the technical 

suitability of the model, the camera view, which was similar to the actual surgical view. 

Participants also agreed or strongly agreed that the content validity of the simulator is a valuable 

tool for enhancing surgical competence for neuro-endoscopic procedures that helps develop 

coordinating skills and represent an excellent practical exercise tool for ventricular tumour 

removal.  

Other Augmented Reality-based surgical simulations are also included in this study. The 

development study conducted by Islam et al. [26] aims to create a video-based approach to 
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observing surgeon hands and surgical instrument movements in surgery and surgical training. 

The data is captured with a video camera and then explored using a computer vision algorithm. 

Furthermore, by analyzing the basic statistical parameters, observer-independent performs 

objective and quantitative measurements of the surgical skills of the trainees. Computer vision is 

done through two steps, namely Glove/object detection and motion capture. This application is 

very suitable for remote assessment of student skills. Between the rater and the assessed, it is 

possible not to be in the room together; this allows the assessed participants to be calmer in the 

face of the assessment. Students can also receive virtual and interactive demonstrations of 

surgical procedures with surgeons carrying out the surgery so that students can experience real 

situations in the operating room.  

 

Nursing skills 

Majima, et all [21] developed a practicum learning system for nursing students based on 

Augmented Reality, especially in the act of taking blood specimens. In certain types of blood 

vessels, beginners find it difficult to insert the needle. It is the basis for this research. Through 

this development, beginners can learn the "art" in the veins and imitate the images displayed in 

front of them. In injection skills education, both instructors and students are usually very 

interested in holding a syringe. However, in reality, the teaching given is limited to fixation, and 

the left finger technique is taught, which is tailored to the characteristics of each patient's blood 

vessels that are difficult to insert a needle. How to repair and lengthen unstable blood vessels has 

not been entirely taught. 

When practising skills training, students can learn skills by following and imitating (tracing) 

expert technical drawings transparently displayed in front of them in real-time. The prototype 

system verifies that training can be performed by overlaying the image on a simulated arm 

model. 

 

CONCLUSION 

The use of Augmented Reality as a learning medium really helps improve the understanding and 

skills of students majoring in health sciences. The many choices of models in application 

development provide opportunities for researchers to continue to innovate. Augmented Reality-
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based learning applications in the future become an absolute thing along with the increasing 

development of technology. 

 

Limitation 

Many databases not used in this review, such as Scopus, Ebsco, IEEE, and others, are very  

credible for searching literature/articles. It is due to limited access to these databases. The use of 

gray literature such as google scholar conducted carefully with agreement of all authors. 

The author also has limitations in understanding the software and programming languages used 

in the articles reviewed, so the authors cannot further discuss the application development 

process in the six articles reviewed. 

 

Recommendation 

This study provides a broad overview of the Augmented Reality-based application development 

process so that it can be a reference material for future teachers or researchers to be able to 

innovate in the development of Augmented Reality-based learning applications, for example, in 

the process of guiding final project students, or multiplying nursing action tutorials that are 

currently available. Not yet fully available in the form of an Augmented Reality application. 
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